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Abstract

|. INTRODUCTION
Il. CONDITIONAL DENSITY FOR THEmin(A, S) PROCESS

Consider two contesting processes, A and S (representirgplsrand Service completions), both represented by
the corrosponding matrix exponential notationg,, B,,e, > and< p., B, e; >. Then the conditional density
for the min process given that the arrival process occurs before thicegprocess is,

Prl min(A,S) =tand A < S']

Primin(A4,5) =t[A<S] = P[A<S]

P, exp(—B,t)Lye,p, exp(—Bit)es
PoPs(Bo + Bs) ' Loeqes

I I N
D.Ds GXp(—(Ba + Bs)t) = /a\ 1/\/\ €,Es
paps(Ba + Bs)_ Lyeqe;

Note that the expression in the denominator is the prolaliiat Arrival happen before Service completion and
hence is some scalar (less than 1), sayThe effect of conditioning on the fact that arrival occuefdre service
event, is that the Arrival processes gets effectively ae¢dd (fromL, to IO’;). This in essence is the effect of
knowing that additional piece of information. If we congidhis as a new matrix exponential process, we no
longer have the usual equalif§e = Le since(B\a + B\S)é;es #+ %é;es. But nonetheless this is a valid matrix

exponential density. It can easily be seen that the integrtie above conditional density fromto oo equalsl.

[1l. ME REPRESENTATION FOR THELENGTH OF A SAMPLE PATH

Consider a sample path during a busy period where immegiafédr the start of a busy period, we have an
arrival followed by a departure event. The length of this gnpath is the convolution of two stochastic processes,
representing the occurence of an arrival event followed lojgparture event.

Pr[Arrival followed by Departure = tE

t
—— L ——— L
/pbpexp(—(Ba—|—Bs)t1)a—iexp(—(Ba—I—BS)(t—tl))a—;dtl (1)
t1:0
wherea; = py,(Ba + B,) ' Laeses = py, Haeges anda _ P g
l—pbp a s aas—pbp a€a€s 2—prQé‘;eS s€aCs

We show in this section that that above density of a partiéh ﬁan be written in matrix exponential notation
using the following< p,,,, By, Ly, €5, > Where,



ppp:[pbp O]

B,+B,) —gk
B,, - ( ) poH.ce. | p, ~|o0 - ey = |
bptLa =
0 (B.+B.) p, H.e.e H:Cue: !

e.e

Let us look at the Laplace transforms of the above two reptesens. The Laplace transform of the first
representation, the convolution of two processes, can fteewras the product of the individual transforms. Also
note that the two processes are dependent on each othereaddgbndency is carried using the maifix and as
such the joint laplace transform can be written as

— L — L, __
F*(s)1 = py,(Ba + Bs + sI)_la—f(Ba + B, + sI)_la—;eaes

The Laplace transform using the second representationuiodensity is given by,

F*(s)2 = Ppp(Bpp + SI)_lepepp

Using the fact that the inverse of a block matrix can be writs,

A Bl ' [I -A'B][A' o0 I 0
C D — 1o I 0 S;'||-CA! I

where Sy, the Schur complement of A is given by, = D — CA™'B

W | I (BaiB,ysl)'Le || (B,+B.+sI)! 0 I 0
(Bpp + sI) = o B -1 0 I
0 I 0 (By+ Bs + sI)
_ [ Ba¥Bi+sD (Bot B, +sI) LB, i B 45D
0 (B, + B, + sI)™*
Hence,

1

* B —1 1L o —1 0 0 :
F(s): = | pp(Bat BotsD)™ py(Bat BotsD) Lo i Bws) || | L :

[e5]

€.,

1

[0 pbp(B + B, +8I) 1L (Ba‘ffB?'i‘SI)_l‘E—;} 1
€ses

— La — _ LS/\ *
= pbp(Ba+Bs+3I)71a_1(Ba+Bs+SI) 1a—26aeS:F ()1

Hence both the representations are equivalent, and thensimarix exponential representation corresponds to
the convolved sample path density.



IV. WEIGHTED LAPLACE TRANSFORM OF A SAMPLE PATH DURING ABUSY PERIOD

Let us consider all possible paths during which exactly twetemers are served during a busy period. As the
busy period starts with the first arriving customer, therengy one such path possible, another arrival followed
by two consecutive departures, i.e., "A-D-D”. The probipibf this path being taken ig;,, H,H ;H je.e;. The
matrix exponential representation for the length of thisybperiod is given by< p,,,, By, Ly, €, > Where,

ppp:[pbp 0 0]

- L -
(Ba +Bs) ppraé;eS 0
BPP = 0 (é\a —+ -/B\S) P H_LS
W' _H.eye,
ppraé;es
) 0 (B.+B,) |
o 0 0 1
L
0 O 0 )
Ly, = . y €pp = )
0 L, !
ppraHs H é\e €4€s i
L ppraHséZes ST h

The Laplace transform for this path is given by

* _ Fa Fd Fd _—
()= Pwp Hiee p.H.Hee. p H.H,Hee,

p,,H.e.e, p,,H.H e.e.

where F, = (B, B, + sI)"'L, andF,; = (B, B, + sI)~'L,

The weighted laplace transform for this path, conditiongthie probability of this path being takep,, H , H . H se€5),
is given by,

F*(s) weighted = F*(s) * py,H o HH geqes
ppraFdFdaes

V. MEAN LENGTH OF A BUsY PERIOD

Noting the similarity between the above formulation for theighted laplace transform and the probability of
a certain path being taken during a busy period, we can dénegoint transform equation for the number of
customers served during a busy period and its length. We, have

F(S)O =1
F(S)l = aF(S)OFdF(S)O
= F F(s)1FyF(s)o+ Fo.F(s)oF4F(s)

F(S)g
F(s)n = FuF(s)n-1FqF(s)o+ F(s)p—2FiF(s)1 + ... + F(s)oF ¢F(s)n_1]

Z-transform of the above set of equations gives the two-dsimnal transform for number served during the
busy period and the length of the busy period



F(s,z) =zI1+ Fu(s)F(s,2)Fq(s)F(s,z)

Evaluating the joint transform at = 1 and including the final departure gives the Laplace transftor the
busy period duration as

F(s)Fa(s) = Fa(s) + Fa(s)F(s)Fa(s)F(s)Fa(s) )

Substituting F'(s)F4(s) = Frp(s) and F(s)F4(s)
evaluating ats = 0, we get,

= Fp, taking the derivative with respect te and
s=0

(Fr(s)) = (Fa(s)' + Fo(s) Fr(s)” + Fa(s)Fr(s) Fr(s) + Fo(s)Fr(s)Fr(s)')
s=0 s=0
Using F,(s) =H, Fus) =H, F,(s) =—-DH, and F,(s)’ =-—-DH,.
s=0 s=0 s=0 s=0
'» is obtained by iteration on
F, = -DH,- DH,F%+ H,FFr+ H,FrF/;
where,D = (B, + B,)"! andFr = YHy
Let 7, represent the r.v for the length of a busy period, then
d —~
E[n] = % (ppr(s)Fd(s)eaes)
8 s=0
d _ ;o
= _% (pprT(S)eaes) - = _pprTeaes
VI. SIMPLIFICATIONS IN AN M/M/1 CASE
A. Length of Busy Period
In this case
ol
o=—— and Fy= ——
A+p+s T XN¥u+s
Hence the Laplace transform for the length of busy periodZEgsimplifies to
A p
F(s)=1 F F
&) =1+ 3 e = r e
Therefore,
MF(8)?2 = A+ pu+8)2F(s) — (A +pu+s)?=0
Solving for F' (s) and selecting the appropriate root using the condition Ehat) = 1 and post-multiplying
s=0

with F'; gives the well know transform for busy period as,

A+p+s)—VA+u+s)?2—4\p
2\

Transform(Busy Period}-

-A known result.



VIlI. M EAN FIRST PASSAGE TIME FOR DIFFERENT THRESHOLD LEVELS

Consider a system where the system just transitioned freml fe— 1 to leveln and we are interested in the
mean first passage time to reach back to level 1. In this section we show the effect of correlations in afriva
and service processes on the mean first passage time to gdbroknto this threshold levet — 1 for different
threshold levels.

n=1 9" Threshold
1 level

This first passage time differs from a normal busy period anlthe way the process starts. Once that starting
vector for this “Elevated Busy Period” is known, then thetrekthe analysis is similar to a normal busy period.
To compute this starting vector, we consider all possiblagéhat result in such a transition and then compute the
invariance vector. If we lef,_; ,, denote the probability matrix that represents all the fgdsgpaths that lead the
gueue from leveh — 1 to leveln for the first time, using a common first passage argument [8]can compute
P,_1,, using the following set of recurrence relations.

Py, = VoL,
P, =({I-HyPy,)'H,

Pn—l,n: (I_ HdPn—2,n—1)_1Ha

If we cross a given thresholth — 1) and start the process in thé" state with a starting vectgs, 1 ,,, then
Y H,P,_, represents all the possible ways in which we will cross theesthreshold for the first time, after
dropping below the threshold. Hence the required startecjor for crossing a threshold af — 1 reachingn is
computed as the invariance vector for the ma¥i ;P,,_ .

To show the effect of increase in threshold level on this fiestsage time, and to study the effect of correlation
in the arrival process and service process on the mean ofitsigpassage time, we use the general setup for the
MEP/MEP/1system. For a? of 25 for the arrival process and 9 for the service procesas, @tilization of 0.75
and correlation decay parameter of 0.7 (where applicalle)plot this mean first passage time as a function of
the threshold level in Fig?.

When both the arrival and service processes have a coomeldécay parameter of 0.7, the starting vector for
the correlated G/G/1 case for a transition from state 1 tte dlais po; = (0.853,0.016,0.125,0.005) and the
mean length of the first passage time from level 1 to level 0.92.3As we increase the threshold level, the mean
first passage time from level to n — 1 increases and converges. In this example, the startingieohverges to
Pnn—1 = (0.45,0.535,0.006, 0.008) and the mean first passage time converges to 36.46 whichtis lojgher than
the mean first passage time from level 1 to level 0. This ire@éa mean busy period as threshold level increases
can be understood by noticing that for the queue to crossitiehthreshold the internal states of the Arrival and
Service processes should already be such that either tivalprocess is in its faster state or the Service process
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Fig. 1. Mean of Elevated Busy Periods

is in it slower state or both; and due to the correlation irséhprocesses, the arrival and/or the service processes
tend to remain in those same states for a while, which meanghbk transient queue length at a higher threshold
is bound to increase more than in the case when the the thdeshs lower. After a certain height the mean busy
period converges because once the queue reaches a ceitdit) ttee probability of the Arrival process being in
the slower state or the Service process being in the fasitr s so low that a further increase in threshold does
not effect the starting phases for the arrival and servicegsses.

VIIl. PATHS THAT CROSS A GIVENLEVEL DURING A BUSY PERIOD

In this section we compute the probabilities of going abowveemht/ during the first passage from levelto
level n — 1. We then show the effect of correlations in the arrival amise processes and the effect of the starting
level (n), on these probabilities.

X2

Let X, represent all the possible paths that start at a given lewtlead at the same level, never going below
that level and are of height atmost We now have the following set of recurrence relations Xgrs

X() =1
X1 =(I—-H.,XoHy)™!
X2 = (I—Haled)_l



Let M,, be the r.v for the density for Maximum height during a first e from leveh to leveln — 1. Hence,

PI’Oan <h ] =pX,_1Hge h>1

The probability that during a busy period a given level isssexd is hence computed as

ProbM,, >h]1=1—pX,_1Hge h>1

The starting vectop for starting at different levels is computed using the applopresented in the previous
section. The table below shows the effect of both the cdiogia in the arrival and service processes as well as the
effect of changing the base level on these probabilitieg ddrrelation decay parameter gamma is set to 0.7 and
a squared coefficient of variation of 9 is used for both thevAfrand Service processes. Utilization is set to 0.75.

MM1 MM1 GG1 GG1
From 1-0| From 10-9| From 1-0| From 10-9

Prob. that Height greater than

0.428571| 0.428571 | 0.369322| 0.620431799
0.243243| 0.243243 | 0.212039| 0.501704526
0.154286 | 0.154286 | 0.140600| 0.442551601
0.103713| 0.103713 | 0.101558| 0.406558265

Bl WIN| RS

10 0.014699| 0.014699 | 0.039565| 0.316721063
Mean length of the busy period?
Mean length]] 0799 [ 0799 | 2.07 | 16.32 |
Mean nos. served in a busy period?
Mean nos. 4 4 10.38 70.81
csquare 5.25 5.25 61.2 10.8

Some very interesting numbers can be seen in the table abovexample, the probability that the queue grows
above a height of 10 during a busy period for a GG1 system foamsition from level 1 to level 0 is 0.03956
where as the same probability for a transition from level AQetvel 9 is 0.3167 which is orders of magnitude
higher. The effect of this can be clearly seen in both the nieagth of the busy period which increases from 2.07
to 16.32 and the mean number served during a busy period vilmicbases from 10.38 to 70.81. This is purely
the effect of the increase in base level. Also note the irs@éa csquare for the the mean number served in a busy
period increases from 5.25 in an MM1 case to 61.2 in a GG1 d¢hiejs the sum effect of the correlations and
variances in the arrival and service processes. Also there@ame not so obvious humbers such as the decrease in
csquare of a GG1 system as the base level changes from 1 tatlPetnaps the reason for this is that at a higher
level there is a lower chance of having fewer number of custsnserved, i.e., the mean number served is high
(70.81) with relatively small variance of 10.8 compared toigh variance of 61.2 in the case where the base level
is 1.
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