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Abstract

I. INTRODUCTION

II. CONDITIONAL DENSITY FOR THE min(A,S) PROCESS

Consider two contesting processes, A and S (representing Arrivals and Service completions), both represented by
the corrosponding matrix exponential notations< pa,Ba,ea > and< ps,Bs,es >. Then the conditional density
for the min process given that the arrival process occurs before the service process is,

Pr[ min(A,S) = t | A < S ] =
Pr[ min(A,S) = t andA < S ]

Pr[ A < S ]

=
pa exp(−Bat)Laeaps exp(−Bst)es

pap̂s(B̂a + B̂s)−1L̂aêaes

= pap̂s exp(−(B̂a + B̂s)t)
L̂a

pap̂s(B̂a + B̂s)−1L̂aêaes

êaes

Note that the expression in the denominator is the probability that Arrival happen before Service completion and
hence is some scalar (less than 1), sayα. The effect of conditioning on the fact that arrival occurs before service
event, is that the Arrival processes gets effectively accelerated (fromLa to La

α
). This in essence is the effect of

knowing that additional piece of information. If we consider this as a new matrix exponential process, we no
longer have the usual equalityBe = Le since(B̂a + B̂s)êaes 6= La

α
êaes. But nonetheless this is a valid matrix

exponential density. It can easily be seen that the integralof the above conditional density from0 to ∞ equals1.

III. ME R EPRESENTATION FOR THELENGTH OF A SAMPLE PATH

Consider a sample path during a busy period where immediately after the start of a busy period, we have an
arrival followed by a departure event. The length of this sample path is the convolution of two stochastic processes,
representing the occurence of an arrival event followed by adeparture event.

Pr[Arrival followed by Departure = t]=

t∫

t1=0

pbp exp(− ̂(Ba + Bs)t1)
La

α1

exp(− ̂(Ba + Bs)(t − t1))
Ls

α2

dt1 (1)

whereα1 = pbp( ̂Ba + Bs)
−1L̂aêaes = pbpHaêaes andα2 =

p
bp

Ha

p
bp

Ha
ceaes

Hsêaes

We show in this section that that above density of a partial path can be written in matrix exponential notation
using the following< ppp,Bpp,Lpp,epp > where,
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ppp =
[

pbp 0
]

Bpp =




̂(Ba + Bs)

−La

p
bp

Ha
ceaes

0 ̂(Ba + Bs)



 , Lpp =




0 0

0 Ls

p
bp

Ha

p
bp

Ha
deaes

Hs
ceaes


 , epp =




1
...
1

êaes




Let us look at the Laplace transforms of the above two representations. The Laplace transform of the first
representation, the convolution of two processes, can be written as the product of the individual transforms. Also
note that the two processes are dependent on each other and the dependency is carried using the matrixLa and as
such the joint laplace transform can be written as

F ∗(s)1 = pbp( ̂Ba + Bs + sI)−1
La

α1

( ̂Ba + Bs + sI)−1
Ls

α2

êaes

The Laplace transform using the second representation for our density is given by,

F ∗(s)2 = ppp(Bpp + sI)−1Lppepp

Using the fact that the inverse of a block matrix can be written as,

[
A B

C D

]
−1

=

[
I −A−1B

0 I

] [
A−1 0
0 S−1

A

] [
I 0

−CA−1 I

]

whereSA, theSchur complement of A is given bySA = D − CA−1B

(Bpp + sI)−1 =

[
I ( ̂Ba + Bs + sI)−1 La

α1

0 I

][
( ̂Ba + Bs + sI)−1 0

0 ( ̂Ba + Bs + sI)−1

][
I 0
0 I

]

=

[
( ̂Ba + Bs + sI)−1 ( ̂Ba + Bs + sI)−1 La

α1

( ̂Ba + Bs + sI)−1

0 ( ̂Ba + Bs + sI)−1

]

Hence,

F ∗(s)2 =
[

pbp( ̂Ba + Bs + sI)−1 pbp( ̂Ba + Bs + sI)−1 La

α1

( ̂Ba + Bs + sI)−1

] [
0 0

0 Ls

α2

]



1
...
1

êaes




=
[

0 pbp( ̂Ba + Bs + sI)−1 La

α1

( ̂Ba + Bs + sI)−1 Ls

α2

]




1
...
1

êaes




= pbp( ̂Ba + Bs + sI)−1
La

α1

( ̂Ba + Bs + sI)−1
Ls

α2

êaes = F ∗(s)1

Hence both the representations are equivalent, and the shown matrix exponential representation corresponds to
the convolved sample path density.
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IV. WEIGHTED LAPLACE TRANSFORM OF A SAMPLE PATH DURING ABUSY PERIOD

Let us consider all possible paths during which exactly two customers are served during a busy period. As the
busy period starts with the first arriving customer, there isonly one such path possible, another arrival followed
by two consecutive departures, i.e., ”A-D-D”. The probability of this path being taken ispbpHaHdHdêaes. The
matrix exponential representation for the length of this busy period is given by< ppp,Bpp,Lpp,epp > where,

ppp =
[

pbp 0 0
]

Bpp =




(B̂a + B̂s)
−L̂a

pbpHaêaes
0

0 (B̂a + B̂s)
−L̂s

pbpHa

pbpHaêaes

Hsêaes

0 0 (B̂a + B̂s)




Lpp =




0 0 0

0 0 0

0 0 L̂s

pbpHaHs

pbpHaHsêaes

Hsêaes




, epp =




1
...
1

êaes




The Laplace transform for this path is given by

F ∗(s) = pbp
F a

p
bp

Ha
ceaes

F d

p
bp

HaHd
deaes

p
bp

Ha
deaes

F d

p
bp

HaHdHd
deaes

p
bp

HaHd
deaes

êaes

whereF a = ( ̂Ba + Bs + sI)−1La andF d = ( ̂Ba + Bs + sI)−1Ls

The weighted laplace transform for this path, conditioned by the probability of this path being taken (pbpHaHdHdêaes),
is given by,

F ∗(s) weighted = F ∗(s) ∗ pbpHaHdHdêaes

= pbpF aF dF dêaes

V. MEAN LENGTH OF A BUSY PERIOD

Noting the similarity between the above formulation for theweighted laplace transform and the probability of
a certain path being taken during a busy period, we can derivethe joint transform equation for the number of
customers served during a busy period and its length. We have,

F (s)0 = I
F (s)1 = F aF (s)0F dF (s)0
F (s)2 = F aF (s)1F dF (s)0 + F aF (s)0F dF (s)1
...
F (s)n = F a[F (s)n−1F dF (s)0 + F (s)n−2F dF (s)1 + . . . + F (s)0F dF (s)n−1]

Z-transform of the above set of equations gives the two-dimensional transform for number served during the
busy period and the length of the busy period
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F (s, z) = z I + F a(s)F (s, z)F d(s)F (s, z)

Evaluating the joint transform atz = 1 and including the final departure gives the Laplace transform for the
busy period duration as

F (s)F d(s) = F d(s) + F a(s)F (s)F d(s)F (s)F d(s) (2)

SubstitutingF (s)F d(s) = F T (s) and F (s)F d(s)

∣∣∣∣
s=0

= F T , taking the derivative with respect tos and

evaluating ats = 0, we get,

(F T (s))′
∣∣∣∣
s=0

=
(
F d(s)

′ + F a(s)
′F T (s)2 + F a(s)F T (s)′F T (s) + F a(s)F T (s)F T (s)′

) ∣∣∣∣
s=0

Using F a(s)

∣∣∣∣
s=0

= Ha, F d(s)

∣∣∣∣
s=0

= Hd, F a(s)
′

∣∣∣∣
s=0

= −DHa andF d(s)
′

∣∣∣∣
s=0

= −DHd.

F ′

T is obtained by iteration on

F ′

T = −DHd − DHaF
2

T + HaF
′

T F T + HaF T F ′

T

where,D = (Ba + Bs)
−1 andF T = Y Hd

Let τb represent the r.v for the length of a busy period, then

E[τb] = −
d

ds

(
pbpF (s)F d(s)êaes

) ∣∣∣∣
s=0

= −
d

ds

(
pbpF T (s)êaes

) ∣∣∣∣
s=0

= −pbpF
′

T êaes

VI. SIMPLIFICATIONS IN AN M/M/1 CASE

A. Length of Busy Period

In this case
F a =

λ

λ + µ + s
and F d =

µ

λ + µ + s

Hence the Laplace transform for the length of busy period Eq.[2], simplifies to

F (s) = 1 +
λ

λ + µ + s
F (s)

µ

λ + µ + s
F (s)

Therefore,
λµF (s)2 − (λ + µ + s)2F (s) − (λ + µ + s)2 = 0

Solving forF (s) and selecting the appropriate root using the condition thatF (s)

∣∣∣∣
s=0

= 1 and post-multiplying

with F d gives the well know transform for busy period as,

Transform(Busy Period)=
(λ + µ + s) −

√
(λ + µ + s)2 − 4λµ

2λ

-A known result.
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VII. M EAN FIRST PASSAGE TIME FOR DIFFERENT THRESHOLD LEVELS

Consider a system where the system just transitioned from level n − 1 to level n and we are interested in the
mean first passage time to reach back to leveln − 1. In this section we show the effect of correlations in arrival
and service processes on the mean first passage time to go fromback to this threshold leveln − 1 for different
threshold levels.

level
Thresholdn−1

n

This first passage time differs from a normal busy period onlyin the way the process starts. Once that starting
vector for this “Elevated Busy Period” is known, then the rest of the analysis is similar to a normal busy period.
To compute this starting vector, we consider all possible paths that result in such a transition and then compute the
invariance vector. If we letPn−1,n denote the probability matrix that represents all the possible paths that lead the
queue from leveln − 1 to level n for the first time, using a common first passage argument [9], we can compute
Pn−1,n using the following set of recurrence relations.

P 0,1 = V̂ aL̂a

P 1,2 = (I − HdP 0,1)
−1Ha

...
...

P n−1,n = (I − HdP n−2,n−1)
−1Ha

If we cross a given threshold(n − 1) and start the process in thenth state with a starting vectorpn−1,n, then
Y HdP n−1,n represents all the possible ways in which we will cross the same threshold for the first time, after
dropping below the threshold. Hence the required starting vector for crossing a threshold ofn − 1 reachingn is
computed as the invariance vector for the matrixY HdP n−1,n.

To show the effect of increase in threshold level on this firstpassage time, and to study the effect of correlation
in the arrival process and service process on the mean of thisfirst passage time, we use the general setup for the
MEP/MEP/1system. For ac2 of 25 for the arrival process and 9 for the service process, ata Utilization of 0.75
and correlation decay parameter of 0.7 (where applicable),we plot this mean first passage time as a function of
the threshold level in Fig.??.

When both the arrival and service processes have a correlation decay parameter of 0.7, the starting vector for
the correlated G/G/1 case for a transition from state 1 to state 0 is p0,1 = (0.853, 0.016, 0.125, 0.005) and the
mean length of the first passage time from level 1 to level 0 is 3.92. As we increase the threshold level, the mean
first passage time from leveln to n − 1 increases and converges. In this example, the starting vector converges to
pn,n−1 = (0.45, 0.535, 0.006, 0.008) and the mean first passage time converges to 36.46 which is quite higher than
the mean first passage time from level 1 to level 0. This increase in mean busy period as threshold level increases
can be understood by noticing that for the queue to cross the higher threshold the internal states of the Arrival and
Service processes should already be such that either the Arrival process is in its faster state or the Service process
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Fig. 1. Mean of Elevated Busy Periods

is in it slower state or both; and due to the correlation in these processes, the arrival and/or the service processes
tend to remain in those same states for a while, which means that the transient queue length at a higher threshold
is bound to increase more than in the case when the the threshold was lower. After a certain height the mean busy
period converges because once the queue reaches a certain height, the probability of the Arrival process being in
the slower state or the Service process being in the faster state is so low that a further increase in threshold does
not effect the starting phases for the arrival and service processes.

VIII. PATHS THAT CROSS A GIVENLEVEL DURING A BUSY PERIOD

In this section we compute the probabilities of going above aheighth during the first passage from leveln to
level n−1. We then show the effect of correlations in the arrival and service processes and the effect of the starting
level (n), on these probabilities.

p

X1

X2

Let Xh represent all the possible paths that start at a given level and end at the same level, never going below
that level and are of height atmosth. We now have the following set of recurrence relations forX ′

hs

X0 = I

X1 = (I − HaX0Hd)
−1

X2 = (I − HaX1Hd)
−1
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... =
...

Let Mn be the r.v for the density for Maximum height during a first passage from leveln to leveln− 1. Hence,

Prob[Mn ≤ h ] = pXh−1Hde h ≥ 1

The probability that during a busy period a given level is crossed is hence computed as

Prob[Mn > h ] = 1 − pXh−1Hde h ≥ 1

The starting vectorp for starting at different levels is computed using the approach presented in the previous
section. The table below shows the effect of both the correlations in the arrival and service processes as well as the
effect of changing the base level on these probabilities. The correlation decay parameter gamma is set to 0.7 and
a squared coefficient of variation of 9 is used for both the Arrival and Service processes. Utilization is set to 0.75.

MM1 MM1 GG1 GG1
From 1-0 From 10-9 From 1-0 From 10-9

h Prob. that Height greater thanh
1 0.428571 0.428571 0.369322 0.620431799
2 0.243243 0.243243 0.212039 0.501704526
3 0.154286 0.154286 0.140600 0.442551601
4 0.103713 0.103713 0.101558 0.406558265
...

...
...

...
...

10 0.014699 0.014699 0.039565 0.316721063

Mean length of the busy period?
Mean length 0.799 0.799 2.07 16.32

Mean nos. served in a busy period?
Mean nos. 4 4 10.38 70.81

csquare 5.25 5.25 61.2 10.8

Some very interesting numbers can be seen in the table above.For example, the probability that the queue grows
above a height of 10 during a busy period for a GG1 system for a transition from level 1 to level 0 is 0.03956
where as the same probability for a transition from level 10 to level 9 is 0.3167 which is orders of magnitude
higher. The effect of this can be clearly seen in both the meanlength of the busy period which increases from 2.07
to 16.32 and the mean number served during a busy period whichincreases from 10.38 to 70.81. This is purely
the effect of the increase in base level. Also note the increase in csquare for the the mean number served in a busy
period increases from 5.25 in an MM1 case to 61.2 in a GG1 case;this is the sum effect of the correlations and
variances in the arrival and service processes. Also there are some not so obvious numbers such as the decrease in
csquare of a GG1 system as the base level changes from 1 to 10; but perhaps the reason for this is that at a higher
level there is a lower chance of having fewer number of customers served, i.e., the mean number served is high
(70.81) with relatively small variance of 10.8 compared to ahigh variance of 61.2 in the case where the base level
is 1.
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